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The results of assessments of methods for computing molecular thermochemical data can depend significantly
on how comparison with experimental data is done. This is illustrated for two cases involving G3 theory: the
energy of SiF4 and the G2/97 test set.

In the past decade significant progress has been made in
developing quantum chemical methods for accurately predicting
molecular thermochemical data. An important part of the
development of such quantum chemical methods is their critical
assessment on test sets of accurate experimental data. We
recently published a paper on the development of G3 theory1

and its evaluation on the G2/97 test set.2,3 Since then two papers
have appeared that give different interpretations of the accuracy
of G3 theory. Martin and Taylor4 (MT) suggested that G3 theory
has a “large error” for SiF4, one of the molecules in the G2/97
test set, based on their theoretical calculations. This is in
contradiction to our conclusions in ref 1. In another paper
Montgomery et al.5 reanalyzed the accuracy of G3 theory on
the G2/97 test set and found that it had a smaller mean absolute
deviation from experiment (0.94 kcal/mol) compared to our
published value in ref 1 (1.01 kcal/mol). These two differences
in the interpretation of the accuracy of G3 theory need further
explanation. In this note we discuss in more detail the G3 error
in the energy of SiF4 and our criteria for assessments on the
G2/97 test set.

Martin and Taylor4 compared the G3 value of the atomization
energy,ΣDe, of SiF4 (571.7 kcal/mol) with their “benchmark”
value of 573.9 kcal/mol. They give the G3 error to be 2.2 kcal/
mol compared to the benchmark value, and 4.1 if scalar
relativistic corrections are included. They conclude that G3
exhibits a “large error” for SiF4. The first point to be made
about the analysis of MT is that they use their theoreticalΣDe-
(SiF4) to assess the G3 value. If G3 is strictly compared with
experimental data, the conclusions are different. The directly
measured experimental quantity for SiF4 is its enthalpy of
formation: ∆Hf

o(298 K) ) -385.98 ( 0.2 kcal/mol6 or
-386.18( 0.18 kcal/mol.7 The G3 enthalpy of formation at
298 K (-384.9 kcal/mol) differs by only 1.1 kcal/mol from the
first experimental value,6 which is included in the G2/97 test
set. The experimental atomization energy at 0 K,ΣDo(SiF4),
can be derived from the measured values for∆Hf

o(298 K)
of SiF4 [-385.98], ∆Hf

o(0 K) of Si(g) [106.6 kcal/mol6],
∆Hf

o(0 K) of F(g) [18.47 kcal/mol6] and the temperature
corrections of these species [0.76 kcal/mol for Si(cr),6 1.05 kcal/
mol6 for F2(g),and 3.67 kcal/mol4 for SiF4]. The resulting

experimentalΣDo of 565.2 kcal/mol differs by only 1.1 kcal/
mol from the G3 value of 564.1 kcal/mol. Finally, inclusion of
the experimental zero-point energy (8.03 kcal/mol4,8) gives a
ΣDe(SiF4) of 573.2 kcal/mol, which differs by 1.4 kcal/mol from
the G3 value of 571.7 kcal/mol.9 Thus, G3 is quite accurate for
SiF4, based on the best available experiment data.

The second point to be noted about the MT results for G3
theory on SiF4 is that it is incorrect to add a scalar relativistic
correction to the G3 energies without re-optimizing the G3
higher level correction (HLC) parameter values. The overall
mean absolute deviation for the G2/97 test set remains about
the same when the HLC is re-optimized with relativistic
corrections included.10,11 When this is done, the error in the
SiF4 enthalpy of formation increases from 1.1 kcal/mol to 2.3
kcal/mol (or 2.0 kcal/mol if the MT relativistic correction is
used). This error is much less than what is obtained by MT
without re-optimization.

Martin and Taylor4 have recommended a new value for the
Si(g) atomic enthalpy of formation [107.2( 0.38 kcal/mol] that
is based on their theoreticalΣDe value and the experimental
value for the∆Hf

o of SiF4. If we use this value, it would
increase the error inΣDo andΣDe given by G3 theory by about
0.6 kcal/mol. We did not use the new value for the∆Hf

o of
Si(g) in the analysis above for the following reason. The new
∆Hf

o of Si(g) recommended by MT is obtained in part from the
experimental∆Hf

o of SiF4, the quantity that we are calculating.
Thus, including it in our derivation would introduce circular
reasoning that should be avoided (see below for more discussion
of this point).

We now address the second subject of this note. Montgomery
et al.5 reported that the mean absolute deviation of G3 theory
is 0.94 kcal/mol for the G2/97 test set. In contrast we originally
reported this mean absolute deviation as 1.01 kcal/mol for the
G2/97 test set.1,12 There are two reasons for the difference
between the two analyses of the accuracy of G3 theory. First,
Montgomery et al. eliminate four entries in the statistical analysis
of the G2/97 test set: the enthalpies of formation of CF2O, C2F4,
and CH2CHCl, and the ionization potential of B2F4. They do
this because there is theoretical evidence that the experimental
values are in error. In our analysis we have chosen not to throw
out experimental data unless there is new experimental evidence
that warrants it. In only one case is there such evidence, CF2O.2

In the other cases there is no new experimental evidence to
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support dropping the energies and, thus, we have not dropped
them in our analysis. Second, Montgomery et al. have used
“theoretical” atomic enthalpies of formation for Si4 and Be13

and experimental atomic enthalpies for all other elements in
the calculation of molecular enthalpies of formation. We use
experimental values for all elements, despite some uncertainty
in the Si and Be values.14 The reason that we do not use these
“theoretical” atomic enthalpies is that they are derived in part
from an experimental molecular enthalpy that is part of the test
set, which may bias the assessment process. If the two changes
noted above are not included in this analysis of the G2/97 test
set, the mean absolute deviation is 1.01 kcal/mol for G3 theory
the same as we reported in ref 1.15 Thus, elimination of these
items produces significant change.

The problem with using a “theoretical” value for an atomic
enthalpy in assessments of thermochemical data is illustrated
by the case of Si(g). The∆Hf

o(0 K) of Si(g) from the JANAF
tables6 is 106.6( 1.9 kcal/mol. The uncertainty was revised to
1.0 kcal/mol by Desai.16 In 1992 Grev and Schafer suggested,
on the basis of theoretical calculations combined with the
experimental enthalpy of formation of SiH4, a new value of
108.1 kcal/mol for the∆Hf

o(0 K) of Si(g). It was used by
Montgomery et al.17 in an earlier assessment study. As discussed
above, MT in 1999 recommended a value of 107.15( 0.38
kcal/mol4 based on “benchmark” calculations in combination
with the experimental enthalpy of formation of SiF4. This is
the value used by Montgomery et al. in the assessment of G3
theory discussed here. In 1999 Dixon and Feller18 also reported
“benchmark” calculations on SiF4 and indicated that there was
not enough evidence to challenge the experimental value of
∆Hf

o(0 K) of Si. Thus, the published “benchmark” calculations
on this subject are conflicting and further work is welcome.

Montgomery et al.5 assess their CBS-QB3 method on the G2/
97 test set. The CBS-QB3 method is a modification of the
CBS-Q method that is based on density functional geometries
and zero-point energies. They have published two versions of
this method, an earlier one based on localization using an
extended basis set17 and the latest based on localization using
a minimal basis set.5 Montgomery et al.5 give the mean absolute
deviation from experiment of the latest CBS-QB3 method as
1.10 kcal/mol for the G2/97 test set using their analysis scheme.
Using our criteria it increases to 1.16 kcal/mol. The original
version17,19of CBS-QB3has a mean absolute deviation of 1.21
kcal/mol20 for the G2/97 test set using our criteria. Thus, there
is some overall improvement due to the change in the localiza-
tion procedure (1.21 to 1.16 kcal/mol). Note that the two
versions of CBS-QB3 give different molecular energies in some
cases. For example, SO2 differs by 0.6 kcal/mol, CCl4 by 2.4
kcal/mol, and C6H6 by 0.6 kcal/mol.17,20

In summary, we have shown that the results of assessments
of methods for computing molecular thermochemical data can
depend significantly on how comparison with experimental data
is done. In all of our assessments1-3 including our most recent

on that presented the G3/99 test set,21 we have avoided including
any theoretical input in the experimental test set. If theoretical
input is included in the experimental data, the resulting analysis
may differ as shown by several examples in this note.
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